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Abstract: Coronavirus disease 2019 (COVID-19) has caused nearly 600 million individual infections 

worldwide and more than 6 million deaths were reported. With recent advancements in deep learning 

techniques, there have been significant efforts to detect and diagnose COVID-19 from computerized 

tomography (CT) scan medical images using deep learning. A retrospective study to detect COVID-19 using 

deep learning algorithms is conducted in this paper. It aims to improve training results of pre-trained models 

using transfer learning and data augmentation The performance of different models was measured and the 

difference in performance with and without using data augmentation was computed. Also, a Convolutional 

Neural Network (CNN) model was proposed and data augmentation was used to achieve high accuracy ratios. 

Finally, designed a website that uses the trained models where doctors can upload CT scan images and get 

COVID-19 classification (https://covid-e46e8.web.app/) was designed. The highest results from pre-trained 

models without using data augmentation were for DenseNet121, which was equal to 81.4%, and the highest 

accuracy after using the data augmentation was for MobileNet, which was equal to 83.4%. The rate of 

accuracy improvement percentage after using data augmentation was about 3%. The conclusion was that data 

augmentation could improve the accuracy of COVID-19 detection models as it increases the number of 

samples used to train these models. 
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1. Introduction 

Coronavirus is a disease that is rapidly spreading. Since its start, the virus has infected nearly 

600 million individuals around the world and more than 6 million deaths were reported (COVID 

live, 2022).  

There are two tests to diagnose COVID-19 infection that are currently approved. The first 

one is PCR. This molecular test is a diagnostic test that uses a laboratory technique called 

polymerase chain reaction (PCR) to detect the genetic material of the COVID-19 virus. In order to 

perform the test, patient’s fluids are collected from a swab of the nose or throat, or from saliva. It 

takes 3 to 6 hours for the results to appear, and in some cases, it may take up to 48 hours. 

Molecular tests are considered very accurate when performed correctly, yet it appears that some 

infections are missed. 

The second test is called Antigen Test. The Antigen Test quickly detects some of the virus 

proteins, using a swab from the nose or throat to obtain a sample of fluid. Antigen testing is 

considered a more practical solution given the low cost and rapid results. A positive antigen test 

result is regarded to be highly accurate, however there is an increased percentage of a false 

negative result. Compared to the molecular test, the antigen test is less sensitive (Mak et al., 2020; 

Robert, 2020). 

Several studies have shown that COVID-19 infection can be detected through CT scan 

images. CT scans are considered to be the primary imaging modality for investigating cases with 

suspected COVID-19 infection (Mungmunpuntipantip & Wiwanitkit, 2020; Arnoldi et al., 2009). 

CT scan images are abundant in most hospitals and are more widely used compared to X-rays for 

diagnosing COVID-19. CT images with COVID-19 have commonly known manifestations such as 

infiltrates, ground-glass opacities (GGO), and sub-segmental consolidation (Yurdaisik, 2020).  
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Given the large number of cases, CT image analysis and reporting by a radiologist may take 

a long time. In seeking faster and more accurate results, there have been many efforts to implement 

AI techniques to automatically diagnose COVID-19. Such AI tools can be useful to help expedite 

the reporting process of a large number of cases by suggesting a fast and accurate diagnosis. 

Nevertheless, the limited availability of public dataset for CT images remains one of the biggest 

challenges for building accurate AI tools. 

The contribution of this work is presented in two folds. The first one is the comparative 

study between prominent CNN pre-trained models like MobileNet, ResNet50, DenseNet121 and 

DenseNet169. These models are pre-trained on more than 1 million images from different open-

source databases and can classify more than 1000 different objects such as animals, cars, nature, etc. 

these models were not trained on COVID-19 images. Transfer learning was used to train these 

models on COVID-19. 

Due to the low availability of COVID-19 CT images, the improvement of training results for 

pre-trained models using data augmentation and the measurement of accuracy with and without 

using data augmentation are intended. The second contribution is the proposal of a standard CNN 

model that was trained from scratch using COVID-19 dataset only with data augmentation 

techniques again to increase the number of images in the training set to improve the model’s 

performance. 

To contribute to the field of diagnosing COVID-19 from CT scan images using deep 

learning, some related work that will be presented was studied. 

He et al. (2020) suggests the Self-Trans approach, which combines both contrastive self-

supervised learning and transfer learning approaches to learn robust and unbiased representations 

of features to reduce the risk of overfitting. The proposed approach achieves F1-score of 85% and 

an Area Under the Curve (AUC) of 94% in diagnosing COVID-19 from CT scans. 

Pathak et al. (2020) used transfer learning to tune the initial set of deep learning parameters. 

The ResNet-50 network was adopted by them. The proposed approach achieved training 

classification accuracy up to 96.22% and testing classification accuracy up to 93.01%. 

To address the lack of publicly available dataset, Maghdid et al. (2021) assembled a 

comprehensive dataset of both x-ray and CT scan images. Moreover, a convolution neural network 

(CNN) was proposed and AlexNet, a pre-trained network was modified. 

The experiments' results showed that the adopted models achieved 98% accuracy using a 

pre-trained network and 94.1% accuracy using the modified CNN model.  

The previous reviews found that using deep learning models to diagnose people with 

COVID-19 using CT and X-rays may achieve significant results, and hence the motivation to 

contribute to this challenging study. 

In Section II of this paper the materials and methods are discussed while results are 

presented in detail in Section III. A discussion about the study is presented in Section IV. Finally, 

the whole study is concluded in Section V.  

2. Materials and methods 

In this section a retrospective deep learning study to detect COVID-19 from CT scan images 

is presented. In this study, the role of deep learning, CNN and data augmentation in automating the 

detection of COVID-19 from CT-scan images are explored. 

Firstly, the dataset that is used in the experiments is presented; secondly, the experiment 

settings is discussed, followed by the evaluation and results. 

2.1. COVID-19 CT scan images dataset 

The images are downloaded from GitHub2 which were originally assembled from 

COVID19-study papers from various sources such as medRxiv, bioRxiv, NEJM, JAMA, Lancet, 
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etc. All copyrights are reserved to the original authors and publishers. All CT scan images were 

approved and consented by patients. Further information related to patients’ details can be found in 

CVID-CT-MetaInfo.xlsx. 

 

Figure 1. CT scan of two lungs infected with 

COVID-19 from the dataset 

Figure 2. CT scan of two non-COVID-19 lungs from 

the dataset 

 

Figure 3. CT scans of people infected with  

COVID-19 from the dataset after using data 

augmentation 

Figure 4. CT scans of people not infected with 

COVID-19 from the dataset after using data 

augmentation 

 

The COVID-19 CT scan images dataset is an open access database that contains 349 

COVID-19 CT scans images, displayed in Figure 1 and 397 CT scan images of non-COVID-19, 

shown in Figure 2. The dataset was collected between January and April 2020 The CT scan images 

were resized to 224x224. Then the dataset was divided into 80% for training, of which 10% was 

used for validation purposes. The remaining 20% of the dataset was used for testing. It is worth 

mentioning here that the non-COVID data were not images of normal lungs. On the contrary, it 

contains images of lungs with other chest diseases.  

2.2. Experimental settings 

In the first half of the study pre-trained CNN models, such as MobileNet, ResNet50, 

DenseNet121, and DenseNet169 were used. These models have been previously trained on 

different daily objects such as dog, cat, chair, keyboard, mouse, car, table and so on. These models 

are adopted and transfer learning is used to re-train the models using COVID-19 images to classify 

CT medical images into COVID-19 and non-COVID-19.  

So, firstly various CNN pre-trained models using transfer learning to train the models on 

COVID-19 images were experimented with. After a few rounds of experiments with different 

parameters and different models, the ones that achieved higher results for classifying COVID-19 

images were chosen and the ones with poor results were eliminated. 

In order to increase the performance, data augmentation was used. This is a known technique 

that is used to increase the diversity of available data for training models and to eliminate the need 

for collecting and annotating new data. Examples of data augmentation methods include cropping, 

padding, and horizontal flipping. These methods are most commonly used to train large deep neural 

networks (Shorten and Khoshgoftaar, 2019; Seita, 2022). Figure 3 and Figure 4 show samples of 

data generated by using data augmentation and after being resized to 224 × 224 for infected and 

non-infected patients, respectively. 
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Then the results were compared between pre- and post-augmentation. Secondly, a standard 

CNN model architecture that was trained from scratch using COVID-19 datasets was proposed and 

the model was trained to classify COVID/ non-COVID images. 

After preparing the dataset to train the proposed computational models, building and training 

those deep learning-based models were started. 

Proposed CNN Model: At first, a deep learning model based on standard CNN was proposed 

and trained on the previously explained dataset; but that did not work well because of the small 

training data. Thus, the data augmentation technique was applied, and the augmented data was used 

to train the CNN model. 

The proposed architecture of the CNN model consists of four convolutional layers in which 

each layer is followed by a max-pooling layer After that, a dense layer was added, then a flatten 

layer, and finally two more dense layers for COVID-19 classification. 

Pre-trained Models (Transfer Learning): The experiments were conducted on different 

predefined models’ architecture, namely: ResNet-50, MobileNet, DenseNet-121, and DenseNet-

169. A set of parameters of the pre-trained models were configured, such as batch size, the number 

of training epochs, and the learning rate, which are tuned to 32, 100, and 3e-4, respectively.  

2.3. Evaluations 

To evaluate our proposed models' efficacy, three widely used measures were used for binary 

classification problems, accuracy, sensitivity, and specificity. The accuracy is used to measure the 

number of correctly predicted data points out of all the data points 6 (Iwendi et al., 2020). 

Sensitivity is used to measures the model's ability to predict true positive cases among all available 

class. Whereas specificity is the metric that computes the model's ability to detect true negatives of 

each available class (Kovács et al., 2021; Alsharif et al., 2020; Alsharif et al., 2020). Those three 

measurements can be calculated by Equations 1, 2 and 3 as shown below. 

Accuracy = (True predictions)/(All predictions) =  (Tp+Tn)/(Tp+Tn+Fp+Tn) (1) 

Sensitivity = (True positives)/(Actual positives) = Tp/(Tp+Fn) (2) 

Specificity = (True negatives)/(Actual negatives) = Tn/(Tn+Fp) (3) 

where Tp, Tn, Fp and Fn are the number of true positives, true negatives, false positives, and false 

negatives, respectively. 

3. Experiments’ results 

The results of different models are shown in Table 1 and Table 2 with and without using data 

augmentation, respectively. DenseNet121 has the highest accuracy score in Table 1, which was 

81.46%, while MobileNet achieved the highest accuracy score in Table 2, 83.44%. 

 

Table 1. Models’ Performance without Using Data Augmentation 

 

 

 

 

 

 

 

 

 Accuracy Sensitivity Specificity 

MobileNet 79.50% 79.01% 80.00% 

ResNet50 79.58% 78.87% 80.28% 

DenseNet121 81.46% 73.24% 88.75% 

DeneseNet169 78.26% 81.48% 75.00% 
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Table 2. Models’ Performance with using data augmentation 

 Accuracy Sensitivity Specificity 

MobileNet 83.44% 85.92% 81.25% 

ResNet50  80.79% 81.69% 80.00% 

DenseNet121 82.78% 87.32% 78.75% 

DeneseNet169 78.15% 84.51% 72.50% 

 

Figure 5 shows the difference between accuracy results with and without data augmentation. 

MobileNet has made the highest improvement in accuracy with data augmentation by about 4%. 

Also, there was a decrease of 0.1% in DeneseNet169. For the rest of the models, there was an 

increase of approximately 1%. 

 

Figure 5. The differences between accuracy results with and without data augmentation 

In our proposed CNN model that was built from scratch, the model achieved an accuracy of 

94.2%, which is much better than the accuracy of the pre-trained models used in transfer leaning 

with an improvement that approximately equals 10% better classification results. 

4. Discussion 

As demonstrated by the results in the preceding section, utilizing data augmentation on a 

small number of samples would produce superior outcomes when training deep learning models 

than using the same samples without any data augmentation. The highest results that were achieved 

were 83.44% which is about 4% more than the results without using the data augmentation; that is 

clear proof of the hypothesis at the beginning of this research which is that the augmentation can be 

used in COVID-19 classification tasks to increase the estimation accuracy of the model.  

Also, training a model from scratch using domain specific samples, even with the standard 

architecture, would gain much more accurate results than using transfer learning. In the proposed 

model, the trained parameters worked only on medical images while the pre-trained models were 

trained on diverse types of images. 

This research helps develop an alternative test to the current tests to diagnose Coronavirus 

and speed up the diagnostic process. An effective website was further designed for COVID-19 

classification.  The website trained models where doctors can upload a CT scan of a patient's chest 
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and classify his/her condition, whether she/he has COVID-19 as shown in Figure 6. (https://covid-

e46e8.web.app/).  

Figure 6. The main screen of the proposed application 

 

This study, in conjunction with the results previously presented by Pathak et al. (2022) and 

Yang et al. (2020) indicates that the proposed CNN model that was built from scratch was able to 

reach an accuracy level of 94.2%. Pathak et al. (2022) used ResNet-50 network and transfer 

learning and achieved 93.01% accuracy. Yang et al. (2020) used data augmentation with CNNs to 

improve the classification results and achieved an accuracy of 84.7%, which is lower than the 

proposed model. 

The main limitation of this study is that the models were trained on a small number of CT 

scan images. Another limitation is that clinical data was not considered during the training of the 

model to avoid misclassifying other conditions such as pneumonia. 

5. Conclusion 

In this research, several pre-trained models were trained to detect COVID-19 from CT scan 

images. Percentage variance was measured using data augmentation and without using data 

augmentation. For most of the models, an increase between 1% - 4% of accuracy after using data 

augmentation was achieved. 

In addition, a CNN model was built from scratch and data augmentation was used to increase 

the number of data, and it gained an accuracy of 94.2%, which is much better than the pre-trained 

models due to the dedication of this model to be trained on medical images. 

As for future studies the training of the model on larger datasets is considered, which could 

help increase the confidence about the results and make sure the proposed model was not overfitted. 

Also, as for future work, multiclassification might be considered, which is a more complicated 

problem as distinguishing between COVID-19 and pneumonia is hard to accomplish.  

Future research could also consider the different types of machines that produce CT scan 

images. Improving the performance by categorizing the images in advance might be considered. 
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