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Abstract: In the digital era, change is everywhere. The benefits the internet brings are embraced, but, at the 

same time, challenges brought by technological evolution are needed to be dealt with. One of them is 

disinformation and the speed of spreading fake news. Whatever the goal, artificial intelligence, machine 

learning, deep fakes, and voice biometrics are powerful tools to develop fake news, and threat actors use 

them often. Therefore, machine learning has become a countermeasure, an instrument to combat the fake 

news phenomenon. This research examines a number of machine learning algorithms to determine which is 

the most accurate for automatically recognizing fake news from the Politics domain. The results show that 

TF-IDF can be used in preprocessing the dataset, and the Passive Aggressive SVC and Random Forest 

algorithms show the best performance for a given fake news dataset. 

Keywords: AI, machine learning, fake news, disinformation, algorithms testing, accuracy. 

Analiza comparativă a principalilor algoritmi machine 
learning pentru recunoașterea automată de fake news 

Rezumat: În era digitală, ne confruntăm cu schimbări permanent. Sunt fructificate beneficiile pe care le 

aduce internetul, dar, în același timp, suntem nevoiți să ne confruntăm și cu provocările aduse de evoluția 

tehnologică. Una dintre acestea este dezinformarea și viteza de răspândire a articolelor cu informații false. 

Indiferent de obiectiv, inteligența artificială, învățarea automată, deep fakes și biometria vocală sunt 

instrumente puternice, utilizate pentru a dezvolta știri false pe care actorii malițioși le folosesc frecvent. Prin 

urmare, machine learning a devenit o contramăsură, un instrument de combatere a fenomenului știrilor false. 

Această cercetare analizează o serie de algoritmi de învățare automată pentru a determina care este cel mai 

precis pentru recunoașterea automată a știrilor false din domeniul Politică. Rezultatele arată că TF-IDF poate 

fi utilizat în preprocesarea setului de date, iar algoritmii Passive Aggressive SVC și Random Forest arată cea 

mai bună performanță pentru un anumit set de date de știri false. 

Cuvinte cheie: AI, machine learning, fake news, dezinformare, testare algoritmi, acuratețe. 

1. Introduction 

The current era is one in which change happens fast. The digital age brings many benefits, but 

challenges are faced daily. One of the challenges consists of fake news and the speed with which it 

can spread all around the globe. Disinformation can be used as a tool in cyber warfare, can decrease the 

perceived truthfulness and reliability of individuals, harm a brand’s reputation, cause the incapacity to 

differentiate real and fake news and mislead public opinion (European Union Agency for 

Cybersecurity, 2022). 

Recent evolutions in artificial intelligence (AI), machine learning (ML), deep fakes, and 

voice biometrics have equipped threat actors with powerful means of developing deceptive content 

(European Union Agency for Cybersecurity, 2022). 

At the same time, ML can also be a tool to help combat the spread of fake news. Whether 

classification tasks, sentiment analysis, or other ML models are used, this part of AI can detect 

disinformation in time before it spreads globally. 

ML has become a critical tool in fighting against fake news. Considering the rise of social 

media and the ease with which misinformation can be spread, it has become increasingly essential 

to generate techniques for detecting and preventing the spread of fake news. 

ML algorithms can automatically examine news reports, pictures, and videos and determine 
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distinctive patterns from fake news. For example, natural language processing (NLP) techniques 

can analyze news text, looking for signs of bias or exaggeration. Network analysis can be used to 

investigate the spread of news on social media, identifying patterns of spread characteristic of fake 

news. Deep learning models can examine images and videos, determining manipulated content.  

One of the critical advantages of ML models is their capacity to learn and adapt over time. 

As the methods used to create fake news evolve, ML models can be updated and enhanced to adjust 

to new challenges and contexts. 

However, it is essential to state that ML models are not perfect and can occasionally make 

errors. Thus, combining multiple methods to improve the accuracy of fake news detection is 

important. Additionally, it is crucial to evaluate the model performance on various data sets and 

update them over time. 

This article aims to compare the main ML algorithms in order to determine which one is the 

most indicated for the automatic recognition of fake news at the moment. 

2. Machine learning use – state-of-the-art 

ML enhances computers to learn from data, recognize patterns and create forecasts or 

conclusions without being explicitly programmed. This capability makes it attainable for devices to 

improve their performance with experience, which can lead to many advantages and applications. 

Being an AI subdomain, ML simulates human learning by applying different algorithms to 

data sets. With every dataset data processed, the model's accuracy is enhanced. (Rotună et al., 2022). 

The most common types of ML models are supervised learning, unsupervised learning, 

semi-supervised learning and reinforcement learning (Sarker, 2021). Each of these models has its 

own strengths and weaknesses. 

Supervised learning is the most common model, needing external assistance. The model is 

trained on a labeled dataset where the correct result is already known. The most regular supervised 

tasks are "classification", for dividing the data, and "regression", for arranging the data (Sarker, 

2021). Linear regression, logistic regression and decision trees are some examples. 

In unsupervised learning, the model is taught on an unlabeled dataset, must recognize 

patterns and structure and must discover the correct output. It uncovers and presents the intriguing 

structure within the data. (Mahesh, 2020). In this context, autoencoders, k-means clustering, and 

principal component analysis are used. 

Semi-supervised learning can be considered a hybrid, combining supervised and 

unsupervised learning. The model uses a partly labeled dataset where some results are known and 

some are unknown. The highest objective of a semi-supervised learning model is to supply a better 

result for prediction than that created using the labeled data alone from the model (Sarker, 2021). 

In the case of reinforcement learning, the ML model is trained to make a series of decisions 

based on the feedback received as rewards or penalties. The purpose of a reinforcement learning 

model is to apply insights in order to grow the reward or reduce the risk (Sarker, 2021). SARSA, 

Q-learning and actor-critic models are examples of reinforcement learning. 

ML can be used for automation. It can automate repetitive and time-consuming tasks, such 

as data entry, speech and image recognition, and decision-making - analyzing data to make 

informed conclusions based on up-to-date and valid information. 

Another use is predictive analytics, which examines enormous amounts of data and forecasts 

forthcoming trends and patterns. At the same time, ML can help personalize products, services and 

content, enhancing customer engagement. Moreover, it saves costs by optimizing processes, 

improving efficiency and reducing errors. 

In terms of innovation, ML facilitates findings and breakthroughs in various areas: science, 

medicine and technology, by supplying new insights. Therefore, it can be used to manage 

autonomous systems, such as drones, self-driving cars and robots. 

http://www.rria.ici.ro/
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With usages in various fields, there are ways in which ML can be used in cybersecurity, ML 

models enhancing it by automatically recognizing and mitigating cyber threats. It can detect and 

prevent cyber attacks by investigating network traffic and determining unusual behavior patterns. 

Moreover, it can improve the efficacy of cybersecurity measures, from intrusion detection to 

incident reaction. 

As stated before, ML is used to support decision-making. This also applies to cybersecurity 

to examine large amounts of cyber-related data, determine trends and patterns, inform diplomatic 

efforts and understand behaviors, to predict and respond to potential conflicts. 

In order to understand the behavior of state actors in cyberspace, natural language processing 

(NLP) techniques can be used to examine considerable amounts of text data, from news articles to 

social media posts, to identify patterns in terms of behavior and sentiment. NLP models can 

determine critical phrases and words associated with state actors' actions to identify cyber 

espionage or hacktivism activities.  

For example, Graph Neural Networks can design a graph as a cyberspace, with nodes 

representing the actors and the edges describing the connections between them. By doing this, the 

model can learn the behavior patterns between the actors in the graph. 

An example is sentiment analysis, which can be used to determine whether the feelings 

expressed via Twitter are positive, negative or neutral (Alshutayri et al., 2022). Another approach is 

anomalies detection to identify unusual activity in cyberspace: network traffic patterns, malicious 

code or specific software of a certain actor. 

ML algorithms are efficient in Fake news detection, this approach being addressed through 

various articles and studies. From studying how to detect fake news from political information 

(Garg & Sharma, 2022; Sudhakar & Kaliyamurthie, 2022; Valliappan & Ramya, 2023) to studying 

fake news about Covid-19 (Bonet-Jover et al., 2021; Iwendi et al., 2022; Paka et al., 2021), 

researchers suggested different approaches, misinformation proving to be one of the biggest 

challenges of our times. 

Different ML techniques have been applied in order to create the most accurate model for 

combating disinformation. From supervised learning methods - Support Vector Machines (Kishwar 

& Zafar, 2023; Nithya & Sahayadhas, 2023; Song et al., 2022), Naive Bayes (Garg & Sharma, 

2022; Granik & Mesyura, 2017; Kishwar & Zafar, 2023) and decision trees (Bonet Jover et al., 

2021; Iwendi et al., 2022; Kishwar & Zafar, 2023) - to unsupervised algorithms - clustering (Bazmi 

et al., 2023) and deep learning. 

Usually, these algorithms utilize extracted characteristics from social media posts or news 

articles, such as information on the author, text content and source reliability to train models, so 

they detect fake news as accurately as possible. 

Similar studies comparing fake news detection classifiers have shown that TF-IDF (term 

frequency-inverse document frequency), a text processing technique, can be used in the 

preprocessing of the dataset, PAC and SVM algorithms showing the best performance for a 

specific dataset (Nagashri & Sangeetha, 2021). 

Even if there is significant potential for ML to determine disinformation automatically, there are 

limitations in terms of noisy information in data, the context-based features that need to be extracted 

properly, the difficulty in identifying the hidden features in the conversations, the complexity of 

processing the data and the time-consuming training process. (Nithya & Sahayadhas, 2023). 

3. Fake news – a pressing matter 

Nowadays, the Internet is a notable means of communication. It transformed every aspect of 

our daily life. If people used to buy newspapers to read them over coffee, nowadays we use our 

smartphones, opening our browsers and start searching for the topics we are interested in. 

Therefore, people are witnessing a tremendous expansion regarding the news available in the 

online environment.  
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Unfortunately, the rise of social media platforms changed, even more, our daily life, because 

many people rely on the information they find there, without checking the integrity of the source. 

Since people find it challenging to verify a message's authenticity, they share it with others without 

regard for its truthfulness. 

Over the last ten years, according to statista.com, the daily time spent on social networking by 

internet users globally has increased by 63%, meaning 57 minutes a day, almost an hour of their time. 

 

Figure 1. Daily time spent on social networking by internet users worldwide from 2012 to 2022  

(in minutes), Statista (Dixon, 2022) 

Moreover, as an example, 63% of adults in Romania use social media as a news source as of 

February 2022. There are countries like Kenya, where this percentage is 82%. 

 

Figure 2. Share of adults who use social media as a source of news in selected countries  

worldwide as of February 2022, Statista (Watson, 2022) 

Because of the numbers mentioned before, it has never been easier than today to spread fake 

news and make disinformation an issue that affects people globally every day.  

http://www.rria.ici.ro/
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In 2018, in the European Union, 37% of the citizens said that every day or almost every day 

they came across news or information that they believed misrepresents reality or is false, while 31% 

said this at least once a week. Therefore, 68% of citizens need help with fake news at least once a week. 

 

Figure 3. Fake news and dissemination online, own, based  

on information from data.europa.eu (European Commission, 2018) 

4. Machine learning algorithms testing 

The study aims to investigate which ML method detects fake news with the highest degree of 

accuracy. To achieve this, five of the most widely used ML algorithms for fake news detection 

were selected and applied to a news dataset comprising 6060 data items, real and fake. 

A set of supervised ML algorithms is Support Vector Machine (SVM), which can learn from 

a labeled data set. These are developed based on hyper-planes in an infinite dimensional space and 

are mostly used for solving classification and regression tasks. The benefits of SVM are the use of 

a subset of support vectors that are memory efficient and support KERNEL functions in 

circumstances where the number of dimensions is larger than the number of samples. C-Support 

Vector Classification (SVC) is part of the Support Vector Machine (SVM) class. 

Gaussian Naïve Bayes is widely used for solving classification problems, including the 

detection of fake news (Pratiwi et al., 2017). Bayesian algorithms are those that explicitly apply 

Bayes' theorem to issues that require classification and regression. The most popular Bayesian 

algorithms are Naive Bayes, Multinomial Naive Bayes and Gaussian Naive Bayes. 

 Within this research, the Bayes theorem was used to classify the news and the Naïve Bayes 

classifier. The benefit of operating this algorithm is that it works for vast datasets, and the 

disadvantage is that it will assume that all the variables are dependent. 

Linear Models comprise a series of regression methods in which the targeted value is a linear 

combination comprising features. One of these methods is The Passive-Aggressive algorithms 

which are used for large-scale learning. Their advantage is that they do not request a learning rate.  

Random Forests are also widely used by researchers to detect fake news. In Random Forests, 

each tree in the ensemble is created from a sample obtained from the training set. The tree 

construction implies splitting either from full input features or using a random subset. The 

disadvantage of this method is the tendency to overfit. 

Decision Trees are among the supervised learning methods used for classification and 

regression. It enables the creation of a model that can anticipate the value of the target variable by 

utilizing simple rules from the features of the data. It splits the dataset into various smaller subsets of 

the complete set. The advantages of DTs include visualization of the tree; they are easy to understand, 

require simple data preparation and can handle categorical and numerical data. In addition, Decision 

Trees enable the validation of a model through statistical tests, which increases reliability. 
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The dataset (Kaggle, 2022) selected for testing contains 6060 news entries, which is a 

relatively large dataset. The dataset is composed of 50% real and 50% fake news entries, which 

suggests that it is balanced and suitable for training and testing machine learning algorithms. The 

dataset focuses mainly on the Political field, which is a common subject of fake news, and 

therefore, the dataset is representative of a common use case for fake news detection. Each news 

item in the dataset is specified with an id, title and text of the article, which provides more detailed 

information about the news item for analysis. Additionally, each news item is labeled with a binary 

label indicating whether it is true or false. Overall, the dataset appears to be well-structured and 

representative of a common use case for fake news detection in the political field. However, it is 

important to note that the dataset may contain biases, and its effectiveness may depend on the 

specific machine learning algorithms and techniques used for analysis. The training set was utilized 

to train the ML and the test set was used to test the model's accuracy. 

The tools and libraries used for the comparative analysis were Anaconda Python, Scikit-learn 

1.2.1 Numpy, Pandas, Itertools, Seaborn and Matlotlib. All ML methods used the same dataset 

containing both fake and real news from the Political domain. 

Within the dataset preparatory step, the TfidfVectorizer was used. It has the capability to 

convert a set of raw documents to a TF-IDF features matrix. Scikit-learn TF-IDF Vectorizer is a 

widespread algorithm used for transforming text into the representation of a number, which can be 

used for fitting ML algorithms for prediction. (Scikit-learn, 2019). 

tfidf = TfidfVectorizer(smooth_idf=False, sublinear_tf=False, norm=None, 

analyzer='word',stop_words='english',max_df=0.7) 

x_train=tfidf.fit_transform(x_train) 

x_test=tfidf.transform(x_test) 

print(x_train.shape) 

Figure 4 illustrates the accuracy values resulting from applying ML algorithms: Random 

Forest, SVC, Passive Aggressive, GaussianNB and DecisionTree to the sample dataset. The highest 

accuracy value is obtained by applying the Passive Aggressive algorithm, while the less accurate 

results are acquired using the GaussianNB, Naïve-Bayes Algorithm. Also, high accuracy is 

obtained by applying Random Forest and SVC. 

 

Figure 4. Comparing Accuracy results of selected ML Models 

The research compares five ML algorithms, namely SVC, Gaussian Naïve Bayes, Random 

Forest, Decision Trees and Passive Aggressive in fake news detection. The goal was to determine 

which algorithm performs the best in automatically recognizing fake news. The results of the 

comparison showed that Passive Aggressive outperformed the other algorithms with an accuracy of 

92.22%. Gaussian Naïve Bayes had an accuracy of 79.07%, Random Forests had an accuracy of 

http://www.rria.ici.ro/
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90.85%, Decision Trees had an accuracy of 81.81% and SVC had an accuracy of 90.85%. 

Therefore, Passive Aggressive was found to be the most accurate algorithm for fake news detection 

in this research. However, it is important to note that the effectiveness of ML algorithms may vary 

depending on the dataset and the features used. Therefore, further research may be necessary to 

confirm the findings of this study. 

Compared to previous studies (Nagashri & Sangeetha, 2021) the results confirm TF-IDF can 

be used in the preprocessing of the dataset and Passive Aggressive, and SVC algorithms show the 

best performance for a specific dataset. In addition, it showed that Random Forest also has a good 

performance equal to SVC. Consequently, it can be stated that the study confirms the previously 

obtained results using a different set of data. 

5. Conclusions 

Nowadays, the Internet transforms every aspect of our daily life, and people are witnessing a 

tremendous expansion regarding the news available in the online environment. The problem is that 

many people rely on the information they find online and cannot check its integrity and truthfulness. 

Considering the enormous amount of news generated daily by online news websites and 

social media and the ease with which fake information can spread, it is essential to identify 

methods for detecting and preventing the spread of this type of news.  

ML has the ability to detect fake news by learning from input datasets. Thus, ML methods 

can be used as an instrument to combat the fake news phenomena.  

The efficiency of ML algorithms has been addressed through various articles and studies as a 

tool that can identify and mitigate the spread of fake information. Several ML models, part of AI, 

can be used to detect disinformation early, before it spreads widely. 

The main goal of this study is to investigate which ML method can detect fake news with the 

highest degree of accuracy when using the same sample dataset. To achieve this, five widely used 

ML algorithms for fake news detection were selected and applied to a dataset of news comprising 

6060 real and fake entries. The research compared the accuracy of results using Random Forest, 

SVC, Passive Aggressive, Gaussian Naïve Bayes and Decision Tree. 

The results of the study show that the most accurate results for the selected particular sample 

dataset are obtained by applying the Passive Aggressive algorithm, SVC and Random Forest for 

the selected dataset with real and fake news articles from the Politics domain. The results proved 

that the highest accuracy is obtained by using Passive Aggressive algorithm. But for a different 

sample set, the results might be different. The study will continue with a similar sample set from 

the cyber diplomacy domain, and the results will be published in a new research paper. The two 

studies will be used for building a tool for detecting fake news. 
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