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Abstract: Considering the persistent challenge of early heart attack detection in patients, despite significant 

advancements in medical systems, this research project is motivated by the imperative need to develop 

effective predictive machine learning models. The central problem addressed here in is the identification of 

individuals at risk of experiencing a heart attack. In response to this problem, two distinct models have been 

devised and meticulously evaluated, namely decision trees and logistic regression, each designed to fulfil the 

primary objective of this research. Through a rigorous analysis and thorough evaluation of the results, we 

have scrutinised the performance of these models. The comparison between decision trees and logistic 

regression provides valuable insights into their efficacy in predicting heart attacks. The culmination of this 

endeavor not only contributes to the growing body of knowledge in heart attack prediction and provides 

healthcare professionals with powerful tools for early diagnosis, potentially saving lives and improving patient 

outcomes. 
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1. Introduction  

Heart disease and stroke continue to be leading causes of mortality worldwide, claiming the 

lives of over 17.8 million individuals each year, according to the World Health Organization 

(WHO). Despite the vast amounts of healthcare data generated daily, the full potential of this 

information remains untapped in transforming patient outcomes. Cardiovascular diseases, including 

coronary artery disease and myocarditis, have a heavy toll, with 80% of all deaths from 

cardiovascular diseases attributed to stroke and heart disease. Alarming trends underscore the need 

for a more proactive approach to identifying and mitigating risk factors, including smoking, poor 

diet, high blood pressure, and sedentary lifestyles.  Early diagnosis plays a pivotal role in reducing 

the damage caused by heart attacks, where clinical methods such as electrocardiography (ECG) and 

blood tests for cardiac biomarkers like troponin and Creatine Kinase MB (CK-MB) are commonly 

employed. However, the desire to enhance heart attack detection has given rise to computer-aided 

systems, particularly machine-learning models that harness diagnostic data and patient information 

(Aghamohammadi et al., 2019; Reddy et al., 2019). These models are integrated into decision 

support systems aimed at assisting healthcare professionals in timely and precise diagnoses.  

This paper contributes to the ongoing effort to improve heart attack prediction through a 

comprehensive evaluation of machine learning algorithms (Eladham et al., 2023; Janaraniani et al., 

2022; Masethe et al., 2014).  By exploring the efficacy of Binary logistic regression (BLR) and 

Decision Trees, the aim is to identify the most accurate predictive model (Kumar et al., 2022; 

Maher et al., 2019; Manikandan et al., 2017). The analysis will focus on accuracy, precision, recall, 

and F-1 scores as key performance metrics (Nayak et al., 2019; Soni et al., 2011). 

Additionally, the influence of various features on the predictive outcomes will be 

investigated using the UC Irvine Machine Learning Repository’s heart disease dataset. As the 

healthcare industry stands on the cusp of a data-driven transformation, the importance of refining 

predictive models for cardiovascular diseases cannot be overstated (Srinivas et al., 2010). This 

research contributes to the ongoing quest to harness data analytics and machine learning for early 

heart attack detection, ultimately improving patient outcomes and reducing the global burden of 

heart disease. 
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2. Literature survey 

The research paper (Dbritto et al., 2016) titled “Improvement of heart attack prediction by 

feature selection methods” focuses on enhancing the prediction using feature selection algorithms. 

Among the algorithms that have been explored, support vector machines for classification and 

Relief (a feature selection method) provided the highest accuracy of 84.81%. The research paper 

(Obasi et al., 2019) titled “Heart Attack Prediction System” used the Naive Bayes Algorithm to build 

a classification model with an accuracy of 81.25%. 

The papers mentioned herewith reinforce the significance of utilizing machine learning 

algorithms in the context of heart disease prediction (Takci et al., 2018). The works serve as a 

valuable reference and validation of the findings and methodologies employed in this study. This 

study has further worked to build classifiers demonstrating 88% and 92% accuracy. 

3. Preliminary data analysis 

Based on the analysis of the current data set, the following inferences have been made. The 

rate of people who suffer from a heart attack is around 54%, comprising 45% of the male 

population and 75% of the female population. This result suggests that women are more susceptible 

to heart conditions than men. 

Cholesterol levels were analyzed during the study, and several measures of central tendency 

were noted. For men’s cholesterol level, the mean was found to be 240.14 mg/dL and the median 

235.0 mg/dL. Women’s cholesterol levels were found to be slightly higher, with a mean value of 

261.30 mg/dL and a median of 253.0 mg/dL. The analysis concluded that higher cholesterol levels 

did not correspond with increased susceptibility to heart attack, as the median cholesterol levels of 

men and women who suffered from heart disease were found to be 235 and 253 mg/dL 

respectively. 

 

 

Figure 1. Age to count plot 

 

This paper also examined the effect of age on the risk of cardiovascular disease, as in Figure 1. 

Based on the given data, it was found that while a higher age did not seem to correlate to an 

increased risk of heart disease, there were an abnormal amount of heart attacks suffered by those 

within the 50-65 age group. The median age of male cardiac patients was 51.5, while that of female 

cardiac patients was around 57. These values are, in fact, lower than the median ages of males and 

females in the dataset, suggesting that age has an equally inconsequential effect on both sexes. 
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Figure 2. Effect of sex on heart attack 

The graph in Figure 2 breaks down the occurrence of heart attack by gender, with 0 

representing women and 1 representing men in the X-axis labelled “Sex”; Y-axis, labelled count, 

shows the number of men and women in the dataset, with a value of “0” representing no heart 

attack, and 1 representing the patient having suffered a heart attack. This paper’s analysis shows 

that according to our dataset, a significantly higher proportion of women suffer from heart attacks 

compared to men. However, this is most likely due to skewed data. The total number of women in 

our dataset is also significantly lower than that of men.Risk of heart attack with relation to age and 

cholesterol effects: 

        

 Figure 3. Cholesterol to age scatterplot 

The scatter plot of our dataset in Figures 3 and 4 shows no significant relationship between 

cholesterol levels and a tendency towards heart attack. Based on the analysis of various machine 

learning approaches, as substantiated in the succeeding sections, two models have been developed 

using Decision Trees and Logistic Regression. 

4. Proposed system 

The architecture diagram of the proposed system is given in Figure 4. 

          

Figure 4. Thalachh to age, oldpeak to age scatterplots 
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4.1. Examination of various ML approaches based on EDA 

4.1.1. KNN approach 

The KNN approach can be used for both classification and regression problems. The output 

of a KNN algorithm is largely dependent on the distances between the neighbouring data points.  

As observed from the following scatterplots, it would be difficult to create an accurate model 

for this dataset using the KNN algorithm due to the following reasons: (i) The number of records in 

the current dataset is high (296); (ii) For the below identified features, the data points are very 

closely spaced, and there is very little variation in their distances. 

4.1.2. Logistic regression approach 

A logistic regression approach is especially suitable for binary classification problems. It is a 

well-established statistical technique with a long history of use in medical research. Medical 

datasets usually contain a combination of numerical and categorical values, which can be 

efficiently handled by logistic regression. 

 

Figure 5. Architecture diagram 

4.1.3. Decision tree approach 

The decision tree approach is generally used with classification problems. It can also be used 

with regression ones. A decision tree algorithm is a specifically preferred method to deal with non-

linear data while also taking feature-importance measures. Based on our analysis in the previous 

section, we find that there are two most suitable approaches for model building among the others 

discussed, as below: 

First Approach: Decision Tree - The decision tree algorithm is used to develop a predictive 

model that can analyze relevant features and accurately classify instances as either prone to or 

unlikely to experience heart attack. 

Second Approach: Logistic Regression - Logistic regression is especially used in dealing 

with binary classification problems. For our data, the model built with logistic regression displayed 

92% accuracy. 
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5. Dataset 

The dataset is taken from the UC Irvine Machine Learning Repository. The features of the 

dataset are listed in Table 2. The dataset contains 76 attributes and 303 instances, but most of the 

researchers only make use of a subset of 14 attributes of them. The "goal" attribute in the dataset 

refers to the presence of heart disease in the patient. It is an integer valued from 0 (no presence) to 4. 

Experiments with the Cleveland database have focused on simply distinguishing presence (values 

1,2,3,4) from absence (value 0). The names and social security numbers of the patients were 

recently removed from the database and replaced with dummy values. 

6. Experiment results and analysis 

The results from the two models suggest that the Logistic regression model performs better 

across all metrics than the Decision Tree model and the KNN model, especially in the case of the 

model’s Precision (97% vs 90%). This suggests that the Logistic regression model is especially 

useful for diagnosis due to having much fewer false positives compared to the others. 

Both models performed relatively well, with the Decision Tree model having an accuracy of 

88% and the KNN model having an accuracy of 83% compared to the Logistic regression model’s 

accuracy of 92%, along with F1- Scores of 82%, 89% and 92% respectively. 

Table 1. Performance Metrics for Different Approaches 

Approach Accuracy Precision Recall F1-Score 

Logistic Regression 92% 97% 88% 92% 

Decision Tree 88% 90% 88% 89% 

K-Nearest Neighbors 83% 96% 72% 82% 

Table 2. Features in the dataset 
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7. Conclusion and future work 

In this study, we have successfully developed and evaluated two predictive models for heart 

attack prediction: the decision tree model and the logistic regression model. These models have 

demonstrated promising results, with the decision tree achieving an accuracy of 88 % and the 

logistic regression model performing even better at 92%. These outcomes underscore the potential of 

machine learning techniques in assisting healthcare professionals with early heart attack detection. 

However, our work is not without its limitations. As the dataset size is small, building deep 

learning models will not give good results. Further research and refinement are essential to enhance 

the robustness and applications of these models. In future, the models can be fine-tuned by 

calculating the energy or the power of the signals and detecting the “distance” between the signal 

peaks. Exploring additional features or engineering existing ones to capture more nuanced 

information related to heart health can be done to improve the model's performance. 
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